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ABSTRACT
Course selection is a crucial activity for students as it directly impacts their workload and performance. It is also time-consuming, prone to subjectivity, and often carried out based on incomplete information. This task can, nevertheless, be assisted with computational tools, for instance, by predicting performance based on historical data. We investigate the effects of showing grade predictions to students through an interactive visualization tool. A qualitative study suggests that in the presence of predictions, students may focus too much on maximizing their performance, to the detriment of other factors such as the workload. A follow-up quantitative study explored whether these effects are mitigated by changing how predictions are conveyed. Our observations suggest the presence of a framing effect that induces students to put more effort into course selection when faced with more specific predictions. We discuss these and other findings and outline considerations for designing better data-driven course selection tools.
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1 INTRODUCTION
Academic advising is a crucial aspect in the mission of any Higher Education Institution (HEI). One of its central components is course recommendation. This is of paramount importance to students as proper course selection has a direct impact on their academic workload and overall performance [5].

Course recommendation is usually performed by a designated advisor who assists students in selecting the most appropriate courses for their upcoming term. This advice is based on the advisor’s knowledge of the academic program and its history, as well as her ability to craft personalized recommendations from that information. The latter factor makes academic advising particularly challenging: Since each student’s history and profile is unique, advisors are repeatedly challenged with previously unseen scenarios that require a thorough analysis. The challenge becomes tougher as advising must often occur within a short period of time [32], making course recommendations prone to errors and susceptible to subjective views. For example, an individual’s learning experience may likely influence her perception of the difficulty of a given course. As students lack a global view of the study program, they also tend to make decisions based on the vox populi.

For all the reasons mentioned above, some efforts aim at assisting academic advising with data-based visualization tools (e.g., [18, 33]). The goal of such tools is not to replace the human advisor but to empower both students and advisors with complementary actionable advice based on a more objective view of the students’ enrollment alternatives. That view can be based on official information about the study program (e.g., the courses’ number of credits, their expected workload), the historical difficulty of the courses, and the student’s historical performance.

A key aspect when designing such data-based tools is how to characterize the performance of students. This is due to the fact that the chosen metric may steer the students’ attention to specific aspects of their professional instruction. The GPA, for example, is often seen as a key factor for success in the labor-market and there is a cultural tendency to frame college students based on it [65]. For this reason, it is not uncommon for students to try to maximize their GPA regardless of their actual development of knowledge, skills, or understanding [26]. Hence, the GPA has limitations in reflecting a student’s academic performance. From a pedagogical perspective, performance metrics that seek to assess and develop the “21st century skills” [56] (critical thinking, collaboration, creativity, long-life learning, etc.), are more desirable. However, metrics of this kind are seldom collected by HEIs in a systematic fashion. Ultimately, the use of a specific performance metric in a data-based tool must observe any availability constraint. That is, it is dependent on the metrics readily available at the HEIs.

Regardless of the selected performance metric, visualization tools are promising for student-oriented course recommendation because
such tools can efficiently convey the multiple facets of a study program. In this line of thought, we present the findings of two studies carried out with iCoRA (Interactive Course Selection and Recommendation Assistant), a tool that supports students in deciding their upcoming term’s enrollment, prior to their planning advising meeting. iCoRA is part of an initial effort to improve the course recommendation process at the Escuela Superior Politécnica del Litoral (ESPOL), a Latin-American university. The tool’s recommendations are based on course grade predictions, which are computed by integrating the available information at ESPOL, namely the student’s grades and data about the courses such as workload, number of credits, pre-requisites, and historical performance. iCoRA also provides explanations for its predictions.

The two studies conducted with iCoRA required students to compose and decide on a set of courses for their upcoming term. We first conducted a qualitative study that investigated the effects of showing performance predictions on the students’ decisions. Here, the grades predicted by iCoRA were presented through a range-based visual representation. We found that in the presence of these predictions, students focused mainly on maximizing the predicted grades, paying less attention to other important factors that may play a role in their term outcome (e.g., the workload). This aligns with the results of previous research on the unintended consequences of exposing students to historical performance data based on the GPA (e.g., [2, 5, 19, 61]). We argue that this type of overreliance effect constitutes an important limitation of making GPA-based predictions.

In a follow-up quantitative study, we then investigated whether the effects observed in our qualitative evaluation could be mitigated through design, by changing the visual representation of the predictions. To this end, we modified iCoRA to convey its predictions through eight different visual representations that span a specific to vague spectrum. This study focused on characterizing not only the students’ decisions, but also their decision process and preferences. We found that some visual representations had significant effects on the students’ chosen workload and the time they interacted with the tool’s explanations for the predicted grades.

This paper contributes empirical evidence on the impact that grade- and GPA-based predictions have on the behavior of students, as well as the role played by the visual representations of those predictions. We discuss our findings in the context of iCoRA and ESPOL, not without arguing the context-related limitations of our design choices, and the identified effects of showing grade predictions to students. The paper also contributes a discussion on the potential ethical concerns that may arise from providing students with GPA-based predictive tools to support their enrollment decisions. Based on all of this, we devise several considerations and potential principles for the design of new effective data-driven tools for course selection and recommendation.

2 RELATED WORK

Course selection and academic performance prediction are often discussed within the realm of Learning Analytics (LA) [44]. In this section, we first review existing student-oriented visualization tools in the LA literature. Since iCoRA’s recommendations are based on grade predictions, we then survey studies on the effects that exposing students to GPA and historical performance information has on their enrollment decisions and behavior. We conclude this section with the state of the art in visualization design choices and how these affect viewers’ interpretation of visual representations. We build upon knowledge from these areas to inform the design of iCoRA and the studies we present in this paper.

2.1 Visual Learning Analytics and Tools for Academic Advising

Viera et al. [67] use the term Visual Learning Analytics (VLA) to refer to LA and Educational Data Mining (EDM) techniques that are facilitated through interactive visual interfaces. Defined as "the use of computational tools and methods for understanding educational phenomena through interactive visualization techniques" [67, p. 120], this research area lies at the intersection of LA, EDM, and Information Visualization (InfoVis).

In the area of academic advising, LISSA [18] and LADA [33] are notable examples of VLA tools. LISSA uses historical data to predict the probability of graduation of students within the career’s expected time. This is used by advisors to plan enrollment of first-year students who have previously failed courses. Using clustering techniques, LADA predicts the probability that a student fails a course.

Both LISSA and LADA target teachers and advisors as their final users. Student-oriented advising tools are less common. One relevant example in this category is KMCD [70], a self-advising system that shows courses for enrollment based on a given curriculum design. CARTA [70] is another course planning tool that provides students with course descriptive information, evaluations of instructors, and grade distributions. iCoRA shares with KMCD and CARTA the goal of making information on historical data of courses available to students. However, in line with known guidelines for student-oriented VLA tools (e.g., [3, 10, 11, 14, 57, 70]), iCoRA resorts to visualization techniques to also provide performance predictions through visual representations.

2.2 Exposing Students to Historical Performance Information

Several research efforts have investigated the impact of disclosing information about performance of previous cohorts on students. According to Ognjanovic et al. [53], the knowledge of historical GPAs is a key factor to explain the courses students opt for. It has been found that when students have access to the performance outcomes of previous courses, they tend to choose leniently graded courses [5] or make shortsighted choices regarding their careers [63]. In a more focalized context, Lim et al. [43] found more recently that even Learning Analytics Dashboards (LADs) may have a negative impact on students because of the social anxiety they experience when their peers performance is compared to theirs. These and other unintended consequences [19] often prevent HEIs from making performance and GPA information publicly available.

On the other hand, a parallel line of research found that when students are indirectly exposed to academic performance visualizations through their advisors or counselors during one-to-one meetings, they show—over a relatively short period of time—positive changes in motivation and self-regulated strategies for learning [2].
Along the same lines, Main & Ost [47] identified that there was no evidence of the effect of letter grades on the students’ enrollment decisions. They also found a positive effect on the students’ efforts within courses.

The body of work referred above suggests that there is still the need to study the impact of LADs and data-based tools that expose students to historical performance information. We take steps in this direction with a special focus on visualization, by also investigating the role that different visual representations play when presenting performance predictions to students.

2.3 Frames and Visual Representations

A framing effect arises when people make different choices based on how a given problem—or set of options—is presented. This type of cognitive bias has been widely studied in opinion formation (e.g., [22, 25, 52]) and decision making processes (e.g., [40, 41, 48]). Framing effects have also been observed when visual representations are used as communicative structures of a message. Cheema et al. [20] found that visual representations for goal progress (e.g., progress bars) enhance motivation as people approach their goal. Low-level visual features such as spacing, position, and order have also been found to impact the responses elicited by survey questions as well as the response process [66]. Baumer et al. explored how framing effects can be mitigated in text visualizations of political issues [7, 8]. Other explorations in the context of human rights narratives have investigated the effects that anthropomorphizing standard charts has on the empathy and prosocial behavior of the viewers [12].

In a broad sense, rhetorical techniques—the choices made at the data, visual representation, annotation, and interactivity levels—steer our thinking of the topics presented by a visualization. In consequence, those techniques affect end-user interpretation [34]. The way different design choices prompt viewers to interpret visualizations from different perspectives has been investigated at different levels: from the effectiveness of low-level visual mappings [23, 24, 69], to the impact of more high-level concepts and visualization elements such as titles [38, 39] and visual embellishments [6]. The impact of the latter group has been studied in different contexts: visualization recognition, recall, comprehension and interpretation, memorability, perception of bias, and change of attitude. All these are important processes that viewers experience when exposed to visual representations of data.

Inspired by the body of knowledge summarized above, we are interested in investigating the effect that different visual representations of academic performance predictions have on the students’ decisions when planning their upcoming terms. In this work, we define a continuum of prediction representations—ranging from specific to vague—and study how the students’ decisions, decision processes, and preferences are shaped by these representations.

3 MOTIVATING CONTEXT AND RESEARCH QUESTIONS

ESPOL is an engineering-oriented Ecuadorian university with over 10,000 students and 32 undergraduate programs. The advisors of its academic advising system are lecturers chosen by workload availability who are assigned up to 40 students (25 on average). Advising sessions take place twice every term over a two-week period: right before the term begins (for course selection and recommendation) and after the midterm exams (to monitor the students’ performance). Each advising session is supposed to last no longer than 15 minutes.

In-house observations and interviews revealed that it is common for students to arrive unprepared or undecided to their term planning advising appointments. This makes advising sessions longer, which is particularly problematic when the students have other issues that also need to be addressed during the meeting. Besides, this lack of preparation may induce the students to select their courses on the spot, likely on the basis of unofficial, incomplete, and potentially non-accurate information. For instance, in-house inquiries about the activities students perform to decide on their courses, reveal that 83% ask other fellow students not only about the difficulty of the courses, but also about the reputation of lecturers. These inquiries also indicate that students deem their fellow students’ advice as important as their advisor’s.

At ESPOL, students pass a course with a minimum grade of 6.00 (out of 10) and are ranked in terms of their GPA, which is reflected in their official academic record and transcripts. Although some instructors may conduct class activities using alternative performance metrics (e.g., development of learning outcomes, levels of engagement), ESPOL’s current grading policy enforces all evaluations to be captured via the students’ grades and, consequently, their GPA. This information is also commonly requested by recruiters of the local market in job applications. For these reasons, the students at ESPOL deem GPA performance highly important, so much so that they carefully consider any potential impact on their GPA when making enrollment decisions.

The aforementioned observations suggest that a tool that supports the data analysis aspect of course selection could help students not only in preparing for their term planning appointments, but also in making more informed decisions. Ultimately, this could alleviate the advisor’s workload and provide students with a more objective view of their study program. We highlight that, rather than replacing the advisor, a tool of this type has the potential to make the student-advisor dialogue more effective and efficient. However, before such a tool could be deployed in a real-world setting, we would need to understand:

RQ1: What are the effects of showing performance predictions to students during term planning?

RQ2: How do these effects vary when we change the visual representations used to convey the predictions?

We investigate these questions through the lens of iCoRA [15], an interactive visualization tool that provides students with historical data on their academic program. The studies conducted with iCoRA focus on the Computer Science (CS) program of ESPOL, that is composed of 41 courses (104 credits). 37 of these courses (96 credits) are compulsory while the remaining 4 (8 credits) are elective. This curriculum design makes the enrollment less flexible.

1http://www.espol.edu.ec
than most universities in Europe and North America, where students can often mix and match a wider variety of courses based on their interests and tastes.

Given the extensive use of the GPA at ESPOL and its importance for the students’ career prospects, iCoRA’s current implementation issues course recommendations based on the students’ past grades. That said, we do acknowledge the limited capacity of the GPA to fully describe a student’s learning, capabilities, and skills. A myriad of factors beyond course grades have shown to influence students’ performance (e.g., demographic and socio-economic background [30]; high school history [37]; social ties with classmates [28]; personality and psychological aspects such as self-efficacy [4], motivation [58, 59], and approaches to learning and preferences for teaching/courses [17]). Therefore, this investigation should be regarded as evidence of the effects of exposing students to performance predictions in general. Our goal is to provide a reference for the design of tools based on other performance metrics, by showing how certain design choices may shape the students’ behavior (see also section 7.4 in the Discussion).

4 ICORA

iCoRA [15] is a tool that assists students in planning their upcoming term in preparation to their advising appointments. It supports the composition of arbitrary sets of courses available for enrollment. Based on past observations, it provides performance predictions and information on the term’s resulting workload and difficulty.

Although iCoRA is not the main contribution of this paper, this section describes the tool in detail as its components are relevant for the studies later described.

4.1 Students’ Academic Program and History

The program view shows the student’s academic program as a grid of courses with links indicating pre- and co-requisites (Figure 1a). Courses are organized into four categories (basic science, professional training, humanities, and elective) and are color-coded accordingly. This view shows each course with the grade obtained by the student; the grades are shown in green for passed courses, and in red for failed ones. Courses that have been repeated are depicted as groups of stacked rectangles, each representing an enrollment instance (e.g., Figure 1b).

Clicking on a course of the program view displays the course’s general and historical information (Figure 1c): number of credits, weekly workload, difficulty estimators (course grading standard $\alpha$ and grading stringency $\beta$—as defined in [16]), distribution of grades, and historical performance. This data can be filtered by time through an interactive range slider (Figure 1d). This supports the exploration of the course’s evolution over time and provides insights about the performance of students who have recently enrolled in a given course. This is relevant to support students in making decisions in light of recent data.

Figure 1: iCoRA’s student module. The main view shows the courses of the student’s academic program. Clicking an element of this view reveals the course’s history and general information. Under the prediction mode, courses can be dragged onto the prediction panel. In response to these interactions, iCoRA predicts the student’s performance in each of the selected courses.
4.2 Course Sets and Performance Predictions

Under the prediction mode, available courses from the program view can be dragged onto the grades prediction panel (Figure 1e) to compose one or more sets of courses. These interactions trigger the execution of iCoRA’s performance prediction models and update the panel’s content.

The prediction models for each subject are based on gradient boosting trees (GBT) trained on historical data that comprise term workload, previous grades, failing history, and aggregated course difficulty. In the version of iCoRA shown in Figure 1, the performance prediction of each course is depicted as a range—computed via quantile regression on GBT—on a horizontal scale between 0 and 10, in compliance with ESPOL’s grading system (Figure 1f). The range is shown through a red-yellow-green divergent color scale with a zero value of 6.00—the minimum passing grade.

On adding courses to—and removing them from—the prediction panel, iCoRA estimates the student’s GPA that would result if the predictions shown became true. The GPA is estimated by considering the lower and upper bounds of the ranges predicted and is presented on the interface also as a range (Figure 1g).

4.3 Explanations

iCoRA provides explanations of some of the features used by its prediction models. These explanations combine text, very simple visualizations, and math formulas. Examples include tooltips describing the difficulty estimators for courses (Figure 1h). The performance predicted for each course is also explained. The Why? button to the right of each prediction (Figure 1i) explains the relative contribution of the model’s input features to its output (see Figure 2). This contribution is calculated with SHAP [45], an explanation method based on linear feature attribution.

iCoRA offers these explanations so that the students can capitalize on the factors that could positively influence their performance. Perhaps more importantly, these explanations seek to encourage students to mitigate potential negative impact. For example, a way to reduce the risk of getting bad grades could be to decrease the overall grading stringency (total \( \beta \)) of the courses. This could be done by enrolling in fewer courses or by taking easier ones.

Having introduced the functionalities of iCoRA, we are ready to elaborate on the user studies we conducted with the tool to answer our research questions. These studies investigate the impressions of the students with regard to iCoRA’s functionalities, and in particular, shed light on the impact of performance predictions on the decisions, behaviors, and preferences of students in the context of course selection.

5 STUDY 1 – SHOWING PERFORMANCE PREDICTIONS

We ran a qualitative study that investigated the effects that showing performance predictions have on students when they plan their upcoming term (RQ1). Our original experimental design was based on a controlled lab study. However, the sanitary crisis around the COVID-19 pandemic forced us to convert our protocol into a remote format. We thus used video conferencing software to test and interview participants remotely.

![BUSINESS MANAGEMENT](image)

**Figure 2:** Explanation of the grade predicted for a Business Management course. Besides the pie chart, the version of iCoRA used in our first study included a written summary of the impact of the model’s input features.

5.1 Participants and Procedure

We recruited 12 participants from ESPOL’s computer science (CS) undergraduate program (4 female; 8 male; 21–30 years old; median age 24). Students were at different stages of their degree: first (n=2), second (n=6), and third (n=4) year. All had attended at least two academic advising meetings.

In each individual study session, participants were asked to put themselves in the place of the fictional student whose academic history and set of available courses were shown in iCoRA. Participants had to select a set of courses for their upcoming semester, and were allowed to use iCoRA to work on this task for as long as they wanted. We did not specify restrictions regarding the number of courses they were allowed to take.

Participants worked with a modified version of ESPOL’s CS program, where the last two semesters were replaced with courses from other CS curricula. This was enforced by ethics regulations in order to avoid influencing the students’ attitude towards actual courses they had not taken yet. The introduced courses were chosen so that they seemed plausible, that is, they had names that participants could understand and relate to (e.g., Dynamic Programming).

Participants had to choose among a set of nine introduced courses distributed across basic sciences, humanities, and professional training. Each category had three courses of low, average, and high difficulty.

For the sake of the study, iCoRA was fed with synthetic data. Grades and aggregated difficulty estimators were randomly drawn from different normal distributions skewed according to the courses’ difficulty. A student’s failing history (number of times a course was taken) was generated using a power-law distribution. The models that predicted the performance of the surrogate courses consisted of handcrafted linear functions that allowed us to control the contribution of each feature to the predicted performance intervals.
5.2 Data Collection and Analysis
We used online questionnaires to collect participants’ consent, demographic information, and data on the strategies they usually follow when choosing their courses. We recorded all the sets of courses composed by the participants. We also captured their interactions with iCoRA through a video conferencing tool. In a post-task questionnaire, participants rated a series of propositions about iCoRA. The interviews were recorded, fully transcribed, and qualitatively coded following a thematic analysis approach [13]. Our initial coding was done by two researchers independently and focused on the students’ general perception and rationale. Higher-level topics emerged in subsequent meetings in which the coding scheme was revised iteratively by the two researchers until a unified coding scheme was reached.

5.3 Results
Our analysis of the questionnaires and interviews revealed a general enthusiasm for iCoRA. Participants particularly appreciated the access to their courses’ historical information and highlighted the usefulness of this feature to get an overall impression of a course’s reputation—instead of having to ask other fellow students about this. The prediction feature was highly appreciated—both at the course and the GPA levels. Figure 3 shows a summary of the participants’ ratings of several aspects of iCoRA. These results are displayed in a 7-point Likert scale.

In the subsections that follow, we present the most important findings of this study. The quotes included below have been translated from Spanish.

5.3.1 Students’ Decisions. Before the course selection task, we asked participants about the strategies they usually follow to decide on their courses. Their answers included aspects such as aiming at a specific term workload (“I choose between five and six courses per semester” [P01]; “I always choose four courses” [P11]), balancing the difficulty of their courses (“I have to choose this course [...] with easier courses” [P03]), and following the sequence in which courses appear in their academic program (“I usually don’t choose courses from distant levels” [P01]).

After composing and choosing a course set with iCoRA, during the interviews, we asked students on the rationale behind their decisions. All participants, with no exception, considered the predicted performance of the courses as the most important factor to select their courses: “I noticed the grades were better in my second set of courses. So, I chose that.” [P03]; “[iCoRA] showed me the minimum grade I was going to get and that’s important because it affects my GPA for the next semester.” [P11]. In five occasions, performance was also mentioned in regards to the predicted GPA: “It showed me how my GPA was going to improve by the end of this semester” [P07].

These statements suggest that iCoRA’s predictions heavily influenced participants’ approach to course selection. The tool seemed to have turned the participants’ attention to the predicted grades, away from other aspects that students traditionally consider when deciding on their courses. We found that, in the presence of performance predictions, students perceive course selection as a grade maximization problem. The data supports this hypothesis: The set of courses selected by the students are, on average, at the 96-th percentile in terms of GPA’s predicted upper bound when we consider all the course sets they ever composed. When we look at the GPA’s lower bound, and the maximal individual grades, the sets lie at the 77-th and 87-th percentiles respectively.

Our video analysis also indicates that when selecting courses, students often disregarded factors such as the workload they would face or the difficulty of the chosen courses.

5.3.2 Participants’ Interest in Explanations. Explainability is crucial to produce predictions that humans can understand and trust. iCoRA takes steps in this direction by providing explanations for the course difficulty indicators $\alpha$ and $\beta$ [16]. In the same vein, the Why? button explains the impact of the model’s input features on the prediction outcome. This functionality aims at opening the black boxes used by the tool. However, the participants’ ratings on the explanations suggest that these might not have been very effective. Some students commented on this explicitly: “The explanations could be less formal.” [P05]; “There are too many words, they could be replaced with icons, or perhaps be more concise.” [P06]; “Show them with other words, they were hard to understand.” [P11].

The comments of above suggest the version of iCoRA used in this study has room for improvement regarding how it explains the different pieces of information—which seemed not obvious to the students. However, our video analysis also revealed that overall participants interacted very little with the explanations. Regarding the difficulty estimators of the courses, only three participants opened the explanation for $\alpha$ (mean time 8 seconds) and just one checked the explanation for $\beta$ (during 25 seconds). The explanations for the performance predictions provided through the Why? button sparked more interest: ten participants opened them at some point, leading to a global average of 1.5 minutes (for the total time). However, the participants’ interest in these explanations decreased significantly after their first interaction with them. Only eight participants requested these explanations a second time and the average time they spent on it went from 53 seconds for the first time to just 12 for the second. Further interactions with the Why? button were very rare, and always shorter.

![Figure 3: Participants’ ratings on several propositions about their experience with iCoRA. Each proposition was rated using a 7-point Likert scale.](image-url)
6 STUDY 2 — ALTERNATIVE VISUAL REPRESENTATIONS OF PERFORMANCE PREDICTIONS

Motivated by the observations presented above, we designed a second study to better understand whether and, if so, how students are influenced by the way iCoRA’s performance predictions are conveyed. The driving research question for this study was whether different visual representations for performance predictions can affect the decisions and behaviors of the students when they select their courses (RQ2). We wanted to see, for example, if text-based performance predictions would make students less eager to maximize their grades. In this study, we investigate these effects not only on the students’ final decisions, but also on their decision process and preferences.

We followed a protocol similar to the one of Study 1 but this time, students had to choose courses from several versions of their academic program, each with a different set of available courses. Besides, the performance predictions were displayed using different visual representations. Before describing our experimental protocol in detail, we first explain the alternative visual representations we used to answer RQ2.

6.1 A Spectrum of Performance Prediction Representations

For this study, we designed eight different ways to show performance predictions and integrated them into iCoRA. These representations span along a spectrum from specific to vague (Figure 4). This spectrum is inspired by work by Walny et al. [68] that describes a continuum of visual representations from countable (numeric) to pictorial (abstract), found by observing how people sketch representations of data. A set of similar representations was found by Méndez et al. [49] after comparing the visualization construction process of iVolVER [50] and Tableau Desktop. Based on these continua, we consider a performance prediction representation to be more specific if it makes the actual grade more directly readable, and more vague if it manipulates the grade to represent it graphically, in a more abstract way. We elaborate on the visual representations that compose our spectrum in the following:

- **value**: Shows the predicted grade with a line mark along a [0.00 – 10.00] horizontal scale. The line mark is colored according to the red-yellow-green scale of the range representation used in Study 1 (Figure 5b).

- **range**: This is the range representation used in Study 1. It shows the lower and upper bounds of the interval predicted by our models. It uses the same continuous color scale of Study 1 (Figure 5c).

- **bars**: Fills a portion of a horizontal bar with color indicating the course type (e.g., humanities). The bars of all the selected courses are aligned, which essentially composes a horizontal bar chart with a common left baseline (Figure 5d).

- **stars**: Represents the predicted course grade by filling a set of five stars—similar to those used in rating systems. This representation could be considered as a discrete version of the bar’s one. Color is also used here to depict the course type (Figure 5e).

- **area**: Uses circular marks that scale relative to each other to represent the predicted grades of a set of courses. Color is used here to depict the course type (Figure 5f).

- **color**: Uses full, single-colored bars to encode the grade of each course. The color comes from the red-yellow-green color scale used by the value and range representations (Figure 5g).

- **text**: Shows a text qualifying the course’s predicted grade. The tone of the message varies from “It is very likely that you will fail this subject; you will have to prioritize it over your other courses.” for grades between [0.00 – 2.00] to “You will do excellent in this subject; your grade may make you look exceptional in relation to other students.” for grades in the range [9.00 – 10.00] (Figure 5i). In this category, the color comes from the red-yellow-green color scale used by the value and range representations of the specific category (Figure 5h).

- **faces**: Shows a colorless emoji-like face made up of two circular eyes and a curved mouth. As the course grade gets closer to 10, the eyes scale up and the curvature of the mouth increases. This is a very minimalistic version of the Chernoff faces [21] (Figure 5i).

These representations aim to cover a wide range of levels of specificity at conveying a predicted grade. The ends of the spectrum represent grades in very different ways: the value representation is very specific, whereas the faces representation requires decoding the grade from an abstract representation. We consider the representations to be split equally between the specific and vague categories: Four of them (value, range, bars, and stars) are located at the specific side of the spectrum while the remaining four (area, color, text, and faces) lie closer to the vague end. However, we remark that the exact position of each visual representation along the continuum should not be considered definitive. Especially within each category, some representations have similar effectiveness to encode quantitative values [23, 24, 51]. This is particularly true for the bar’s and star’s representations of the specific category and for the area and color representations of the vague end.

Figure 5 provides examples of predictions using the representations of our spectrum. The example shows the performance predicted for a set of three courses: Business Management, Advanced Mathematics, and Dynamic Programming. Figure 5a shows how the tool presented this set of selected courses when no prediction was provided. The remaining ones show the specific (Figure 5b–e) and vague representations (Figure 5f–i).

Figure 4: Specific to vague spectrum of visual representations for performance predictions. See Section 6.1 for a detailed description of each representation.
Figure 5: Performance predictions from the spectrum of Figure 4 as show by iCoRA in Study 2. Sub-figure (a) shows how the interface presented a set of selected courses in the control condition (i.e., when no performance prediction was provided).

6.2 Experimental Design

For Study 2, we followed a between-group design with respect to the prediction representation type (specific and vague). Each of these independent variables has four levels: value, range, bars, and stars for the specific condition; and area, color, text, and faces for the vague one.

For each of these two conditions, we had two dependent variables: student’s decisions and behavior. The students’ decisions (i.e., the course set they chose) are operationalized via four dimensions: the number of selected courses, the average predicted grade of those courses, the course set’s average workload (expressed in hours per week), and its total workload. On the other hand, the students’ behavior during a course selection task was operationalized through the time they interacted with the explanations for the performance predictions. More specifically, we measured the student’s behavior by the number of times they invoked the tool’s explanations, and the total time these explanations remained open.

We then used the levels of the independent variable prediction representation type to conduct a within-subject analysis for each experimental condition. These analyses compared the measurements of the dependent variables within each level (specific and vague).

6.3 Participants

For this study, we invited students of two Human-Computer Interaction and one Data Structures courses. Out of the 105 students enrolled in these courses, 91 volunteered to participate (74 male, 17 female; 19–32 years old—median 22). All were enrolled in ESPOL’s CS undergraduate program and none had participated in Study 1.
All have had prior academic advising and were at different stages of their degree: second or third year (n = 39), fourth (n = 27), and superior years (n = 25).

6.4 Procedure

We modified the version of iCoRA used in our first study to display the sequence of forms, tasks, and questionnaires that participants had to work with. We made this modified version of the tool available online. It had a wizard-like interface design that guided participants through the following sequence of activities:

**Introduction to iCoRA.** After providing consent and filling out a questionnaire about their demographics and course selection habits, each participant watched a 12-minute video that explained iCoRA’s user interface. The video described how to compose sets of courses, and the tool’s performance predictions and explanations. It also elaborated on the tasks participants had to complete.

**First course selection task: No Prediction mode.** In this study participants had to complete five course selection tasks, always starting with a scenario in which iCoRA did not display any performance prediction (as shown in Figure 5a). Similar to the procedure of Study 1, participants were instructed to put themselves in the shoes of the student whose academic history and set of available courses were presented. They had to compose a set of courses to enroll in their upcoming term and submit their selection.

We introduced the no prediction mode in iCoRA in order to familiarize the users with the tool before being exposed to performance predictions. Furthermore, this condition provided us with a control scenario that allowed us to contrast the effect of the mere presence of performance predictions on the users, regardless of the chosen visual representation. This course selection task was followed by a questionnaire on the rationale behind the participants’ decisions.

**Four course selection tasks with prediction.** The no prediction course selection task was followed by four others, each of which presented the predicted grades through the visual representations of a single type (specific or vague). Due to our within-subject study for the representation type, each participant was exposed either to the specific visualizations or to the vague ones. The association participant-representation type was done randomly, before the execution of the study. We used Latin squares to balance the order in which each participant saw the corresponding representations.

All the course selection tasks were based on the same academic program and the history of the same fictional student. However, the courses available for enrollment differed among tasks. Following the strategy used in Study 1, we introduced courses from other CS curricula at semesters six and seven of the academic program shown to our participants. 9 out of the 11 introduced courses were available for enrollment and were distributed uniformly among the three course categories defined by ESPOL. Each category contained a hard course, one of average difficulty, and an easy one. The introduced courses were unique to a selection task. That is, in every task, participants would see a different set of available courses that had not appeared before and would not appear in subsequent tasks. Under the hood, however, the set of available courses was the same in terms of type, prerequisites, workload, difficulty, historical distribution of grades, and underlying prediction model. Only the names and the position of the courses within the program were different. For example, the course Micro- & Nanotechnologies that appeared in the value visual representation had the same features as the Data Protection course of the text representation. We made this decision to make the students’ chosen sets comparable across different course selection tasks.

Each course selection task was followed by the same rationale questionnaire used after the no prediction task.

**Closing questionnaire.** The experiment concluded with a final questionnaire asking participants about their preferences on how iCoRA presented its predictions.

Based on the observations and participants’ comments of Study 1, for this study we simplified the explanations shown by the Why button. Specifically, we removed the textual summary. Figure 6 depicts how iCoRA’s prediction explanations looked like in this study. We also hid from the interface the section that shows the changes in the student’s GPA (Figure 1g) in order to study the influence of the predicted grades in isolation.

6.5 Data Collection and Statistical Tests

Besides the questionnaires answers, we recorded the set of courses our participants chose in each selection task, as well as their associated grades and workload. Because this study did not involve interviews or screen recordings, we instrumented iCoRA to log the consequences of several types of user interactions. These included the partial sets participants progressively built when deciding on their courses, as well as the number of times they opened the explanations of the predicted performances through the Why button and the duration of these events.

To inquire whether the prediction representations explain the differences in the means of the dependent variables mentioned above (students’ decisions and behavior), we carried out two types of statistical tests. We conducted a within-subject analysis with the data of the students exposed to each experimental condition—specific or vague. For these analyses we used one-way ANOVAs, per
6.6 Results

We excluded the data of 12 participants from our analyses due to inconsistencies between their answers and the usual enrollment habits of ESPOL students\(^2\). Our analyses are thus based on the data of 79 participants—37 who were exposed to the vague representations and 42 who used iCoRA under the specific ones.

We present our findings along three axes, namely the students’ decisions, their behaviors, and their preferences.

---

### 6.6.1 Students’ Decisions

The decision of a student after a course selection task with iCoRA is defined by the set of courses selected. We elaborate on our findings in three stages. In the first stage, we discuss the results of the within-subject and between-group analyses. In a second stage, we compare the chosen courses with all the partial sets ever composed by the students. This analysis aims at detecting the grade maximization effect observed in Study 1. In a third and final stage, we report the results of an analysis based on contrast itemset mining \([42, 55]\) on the courses chosen by the students. The goal of this analysis is to identify groups of courses that are preferred by the participants exposed to a particular type of visual representation.

### Within-subject analysis

Our analysis did not yield any significant differences within the vague representations condition for any of the dimensions of our dependent variable. On the contrary, we found significant differences between the average predicted grade \((F(3.028, 124.146) = 8.097, p = 0.0005, \eta^2_p = 0.165)\) within the students exposed to the specific representations condition. The post hoc tests revealed significant differences in the means of this dimension between the variant without prediction and each of the specific prediction representations (see Table 1a and 1b). Note that the no prediction condition reaches a lower mean in the average predicted grade than those in the specific representations condition.

We also detected significant differences between the means for the average chosen workload \((F(2.905, 119.102) = 5.771, p = 0.001, \eta^2_p = 0.123)\). The pairwise comparisons revealed differences between the no prediction condition and the value and stars representations (see Tables 2a and 2b). Note again, that the mean for the no prediction condition is higher than the previously highlighted representations.

---

### Table 1: Results of the ANOVA for the average predicted grade of the course sets selected by the students. Post hoc comparisons use Bonferroni adjustment. * shows the mean difference is significant at the .05 level.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No Prediction</strong></td>
<td>7.33</td>
<td>0.39</td>
</tr>
<tr>
<td>Value</td>
<td>7.72</td>
<td>0.44</td>
</tr>
<tr>
<td>Range</td>
<td>7.63</td>
<td>0.37</td>
</tr>
<tr>
<td>Bars</td>
<td>7.62</td>
<td>0.43</td>
</tr>
<tr>
<td>Stars</td>
<td>7.61</td>
<td>0.35</td>
</tr>
</tbody>
</table>

(a) Means and standard deviations

<table>
<thead>
<tr>
<th>Condition</th>
<th>No Prediction</th>
<th>Value</th>
<th>Range</th>
<th>Bars</th>
<th>Stars</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>-386*</td>
<td>-298*</td>
<td>-289*</td>
<td>.279*</td>
</tr>
<tr>
<td>Range</td>
<td>1</td>
<td>.088</td>
<td>.097</td>
<td>.107</td>
<td></td>
</tr>
<tr>
<td>Bars</td>
<td>1</td>
<td>.009</td>
<td>.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stars</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Post hoc comparisons. Mean differences shown.

---

### Table 2: Results of the ANOVA for the average chosen workload (in hours/week) of the course sets selected by the students. Post hoc comparisons use Bonferroni adjustment. * shows the mean difference is significant at the .05 level.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No Prediction</strong></td>
<td>4.34</td>
<td>0.57</td>
</tr>
<tr>
<td>Value</td>
<td>3.84</td>
<td>0.67</td>
</tr>
<tr>
<td>Range</td>
<td>3.93</td>
<td>0.62</td>
</tr>
<tr>
<td>Bars</td>
<td>4.02</td>
<td>0.56</td>
</tr>
<tr>
<td>Stars</td>
<td>3.97</td>
<td>0.51</td>
</tr>
</tbody>
</table>

(a) Means and standard deviations

<table>
<thead>
<tr>
<th>Condition</th>
<th>No Prediction</th>
<th>Value</th>
<th>Range</th>
<th>Bars</th>
<th>Stars</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>1</td>
<td>0.502*</td>
<td>0.413</td>
<td>0.313</td>
<td>0.369*</td>
</tr>
<tr>
<td>Range</td>
<td>1</td>
<td>-0.89</td>
<td>-1.38</td>
<td>-1.33</td>
<td>-0.44</td>
</tr>
<tr>
<td>Bars</td>
<td>1</td>
<td>0.056</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stars</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(b) Post hoc comparisons. Mean differences shown.

---

\(\text{\(\ast\)}\)These 12 participants chose either more than 6 courses or less than 3. The first scenario is not allowed at ESPOL. On the other hand, enrolling in less than 3 courses mostly happens under very specific circumstances (e.g., when a student is at their very last academic term). Hence, our participants did not have any valid reason to choose so few courses.

---

The between-group analysis was carried out using a series of t-tests. These analyses consisted of a cross comparison between the measurements of the dependent variables under each representation of the experimental conditions. This yielded a set of 80 comparisons (e.g., average number of selected courses using: value and text, value and area, value and color, value and faces, and so on).

We also carried out a contrast itemset mining analysis \([42, 55]\) to investigate whether some prediction representations may have induced students to select particular groups of courses.

All of our tests were carried out with a significance level \(p < 0.05\).
**Between-group analysis.** We carried out a set of t-tests between groups of students exposed to both the specific and vague representations. This round of experiments yielded a significant difference in the **average number of selected courses** for the text \( (m = 5.225) \) and bars \( (m = 4.38) \) representations, \( t(80) = 2.09, p = 0.04 \).

**Grade Maximization Effect.** As done for Study 1 (Section 5.3.1), we looked at the maximal grades of all the course sets ever composed by a student during an interaction with iCoRA. We then calculated, for each visual representation, the average percentile of the maximal grade of the selected course. The average percentile ranges from 53.37 (standard deviation \( \sigma = 29.38 \)) for the stars representation, to 66.44 (\( \sigma = 24.30 \)) for the no prediction mode. The average percentile across all interactions is 59.42 (\( \sigma = 26.64 \)). The trends are similar for the average grade of the course sets, whereas for the minimal grade the highest average percentile is 32.78 (\( \sigma = 22.70 \)). These results contest the grade maximization effects we observed for the GPA in Study 1.

**Itemset Mining on Courses.** We also investigated whether some prediction representations may have leaned students towards choosing specific courses. For this purpose, we looked at the co-occurrence graphs of the courses the students selected per visual representation (Figure 7). The nodes of these graphs represent the courses available for enrollment in the study’s selection tasks. Thicker edges denote higher co-occurrence. We observe some recurrent cliques in all scenarios, e.g., the set \{ 1, 2, 4, 6 \} is prominent in almost all cases. Motivated by this insight, we carried out a deeper analysis based on contrast itemset mining [42, 55]. This technique finds groups of courses that co-occur more frequently in a visual representation than in others. We measure the relevance of those groups via the growth ratio score [42], which given two categories, defines the ratio of the frequencies of a group of courses in each of the two categories. Values larger than 1 denote “interesting” groups.

\[ \text{growth ratio} = \frac{\text{frequency in category 1}}{\text{frequency in category 2}} \]

That is, the number of course sets that contain the group divided by the total number of course sets in the category. We considered groups of courses occurring in at least 10 course sets.

---

![Figure 7: Co-occurrence graphs of the courses students selected when exposed to different types of prediction representations.](image-url)
Albeit frequent everywhere, the course group \{1, 2, 4, 6\} is 4.73 times more frequent—with 95% confidence interval (CI) (2.85, 7.81)—in the no prediction scenario than in the scenario with the text representation. Similar scores can be found between the scenario with no prediction and the faces visual representation—growth ratio 3.68 with CI (2.15, 6.34). The set \{1, 2, 5, 6\} is prominent in the scenario without prediction as it is 5.25 times more frequent—CI (1.78, 15.46)—than for the text representation. Conversely, the group of courses \{3, 4, 5, 6\} is 2.86 times more frequent—with CI (1.67, 4.92)—in the bars and faces representations than in the scenario with no prediction. The growth ratio scores were calculated on sets of courses selected by disjoint groups of students.

6.6.2 Process. We present the results in regards to this variable in line with our within-subject and between-group analysis protocols. We did not find significant differences for the dimensions of behavior in our within-subject analysis. In regards to the between-group analysis, our t-tests revealed significant differences in the average number of times the users opened the explanations for the (i) the text \((m=4.78)\) vs. the value representations \((m=2.4, t(51) = 2.44, p = 0.02)\); (ii) text \((m=4.78)\) vs. bars \((m=2, t(53) = 3.04, p = 0.004)\); (iii) faces \((m=4.04)\) vs. values \((m=2.98, t(42) = 2.13, p = 0.04)\); and (iv) faces \((m=4.04)\) vs. bars \((m=2.28, t(46) = 2.94, p = 0.006)\).

6.6.3 Preferences. We asked students, in the closing questionnaire, their opinion on the most and least appropriate prediction representations. As summarized in Figure 8, there seems to be a consensus when it comes to their preferred prediction representations: 76% of the students favored the range within the specific types, whereas 74% of the students deemed the text the most suitable to convey predictions among the vague representations.

Preferred Representations. When explaining their preferences, most participants who favored the range representation compared it with the value one and highlighted the capacity of the former to convey uncertainty. This was often mentioned as a booster of their trust in the grades predicted by the tool: “A range implies that the prediction is subject to uncertainty and it gives a more realistic view than a specific grade. It seems to me a better approach to show the predictions. It seemed more credible and gave me more information than the other options.” [P40S]; “I find it difficult to believe that I will get exactly the grade shown by the exact value. However, a range seems more credible to me.” [P24S]; “It is better for students to see a range of possible values for their grades, since this indicates how much our grades may vary if we do not keep our effort level; this message is impossible to convey with an exact value.” [P10S]; “I consider it more reliable, as it shows a margin in which my grade will be located. I can consider that at least I have a margin of error [...] Compared to the other ones, despite being very visual, they don’t tell me much at the end of the day.” [P05S]; “It is better to have a range, I can’t trust an exact grade.” [P24S]; “It gives us more confidence because we know that a prediction has a margin of error.” [P37S]; “I feel that with an exact grade there is more possibility of error. Instead, a range lets me know, more or less, the grade I may get.” [P02S].

The students who used iCoRA with the vague representations preferred the text mainly because of its simplicity and directness: “It is much clearer and more explanatory.” [P03V]; “It is simple and concise.” [P09V]; “I prefer to be presented with things in a more direct way, and this message is, to some extent, encouraging.” [P10V]; “It is faster to grasp.” [P17V]. Students also highlighted that, compared to the others from the vague category, the text representation does not require interpretation: “It is easier to understand, it leaves nothing to interpretation.” [P45V]; “It gives me an answer that is easy to understand. With the colors or the faces, I have to infer what the symbols are and what each means.” [P11V]; “It seems the most appropriate to me because no previous explanation is needed to understand how it works. It is intuitive and it tells directly how I would perform in a course.” [P30V]. Other students commented on how close the textual messages were to the advice provided by their advisors or other students: “I felt that in a certain way, it encouraged me to take the courses, because the language used is similar to the one a friend from my degree would have used when talking about the courses.” [P28V]; “The information is somewhat similar to the recommendations my advisor would give me in person.” [P42V].

Non-preferred Representations. The opinions about the least appropriate representations were varied. The stars and faces stand out as the least preferred representations according to 36% and 39% of the participants. They are followed by the area and the bars, both appearing in 24% of the answers.

In the specific category, the stars and the bars were deemed as not precise enough, distracting, and even “not serious” for an academic context. The comments for these representations also highlighted the lack of a numeric representation of the predicted grades, as illustrated by this exemplary statement: “It does not provide much feedback. What I want to see is my grade.” [P02V].

The faces were rejected because it was hard for students to discern differences between the representations shown. It was common for students to state that it was hard to distinguish the degree of happiness or sadness in the facial expressions. A similar problem was reported about the circular marks used in the area representation. The sizes of the circles were considered not easily distinguishable.

![Figure 8: Most and least appropriate prediction representations according to the participants’ opinions.](image-url)
7 DISCUSSION

Our discussion is initially structured along the three same axes used to present our experimental results in light of our research questions RQ1 and RQ2 (Sections 7.1–7.3). Additionally, in Section 7.4, we discuss the ethical considerations of using GPA-based predictions for course selection and recommendation.

7.1 Students’ Decisions

Study 1 tackles RQ1 by investigating the effect on students of displaying performance predictions during term planning. The observations of this study suggest that predictions can make students embrace a grade and GPA optimization approach, disregarding other important factors (Section 5.3.1). Study 2 inquired whether this behavior was caused by the mere presence of individual course performance predictions, and whether those predictions induce framing effects on the students (RQ2). The results of this second study (Section 6.6.1) suggest that, at least for the individual grades, predictions per se do not induce a grade maximization effect. We remark, however, that Study 2 left out the prediction of the GPA. This raises the question of whether this factor might have been the trigger of the maximization effect observed in Study 1, as it has a greater impact on the career of the students than the individual course grades of an academic term.

Study 2 also suggests that the students’ decision process and their final choices are indeed influenced by the type of prediction representation (RQ2). While no visual representation seems to have favored a grade maximization effect, the specific representations seemed to have leaned students towards more optimistic predictions and lighter workloads (see Tables 1b and 2b). This was not the case for the visualizations located at the vague end of our spectrum of prediction representations. All this suggests that when exposed to “countable” predictions, students put more effort on the course selection task. This is confirmed by the fact that, on average, the students composed more partial sets when exposed to the specific representations: The value and range representations lead the way with the longest sequence of interactions—8.02 and 7.73 sets on average—before making a decision (the total average is 6.59). This indicates that specific (i.e., countable) visual representations make students iterate more over their enrollment options, which could be a sign of a deeper and more critical reflection process.

If the courses chosen by the students do not point to a grade maximization effect, then the students must be taking the workload into account. This assertion is suggested by our itemset mining analysis. The group of courses {1, 2, 4, 6}, which is prevalent in all the levels of our experimental conditions, includes 3 courses with a workload of 3 hours each, and one course with a workload of 5 hours. This “formula” actually corresponds to the lightest possible combination of courses in terms of workload. Nonetheless, this logic does not apply to all popular groups of courses. For instance, the itemset {3, 4, 5, 6}—prevalent mostly in the vague representations bars and faces—leads to a high workload. Conversely, the popularity of this set can be explained by the location of its components in the visualization of the academic program: These appeared together at the left-most end of the upper row of courses available for enrollment. A similar observation applies to the group of contiguous courses {1, 2, 5, 6}, particularly prominent in the no prediction scenario. Altogether, this evidence suggests that the students do care about workload when no prediction about their GPA is shown, and that the vague representations may induce students to think less over their enrollment choices—an overreliance effect. Furthermore, we highlight a preference for courses in the upper row of available courses in the program. This conforms to the strategy expressed by some students in Study 1 and also confirmed by the demographics questionnaire of Study 2: when deciding on their enrollment, students favor courses located at the level of the upcoming semester in their study program.

7.2 Course Selection Process

We discuss this axis in terms of two aspects of the course selection process, namely, the strategy used by the students and their interactions with iCoRA’s explanations. We also discuss the potential risk of overreliance and automation-complacency effects.

Strategy. Our analysis of the students’ interactions with iCoRA showed a recurrent two-stage strategy to compose set of courses. In the first stage, students generally added three courses to the grades prediction panel. This was followed by an exploration phase in which they added and removed courses repeatedly. This behavior was common regardless of the prediction visual representation (even in the no prediction scenario). While this might imply students picked up and removed courses driven by some sort of optimization objective, our analysis of Section 6.6.1 indicates that they did not necessarily settle for the most optimistic predictions. The lower average workloads observed for the specific visual representations reiterates the role of the workload in the students’ approach.

Interactions with the Explanations. In Study 1, our participants exhibited a weak interest on the explanations iCoRA provided, both for the course difficulty estimators and the performance predictions (accessible via the Why button). Nevertheless, we obtained hints about possible causes of that lack of interest. Some of the students argued that the explanations were too long and far from obvious, which is consistent with the observation that the first interaction was comparatively long (53 seconds on average) and was rarely followed by a second one. When designing our second study, we took action in this regard and simplified the performance explanations. This, however, did not increase the interest of the students: In 49% of the course selection tasks, our participants did not interact with the performance explanations at all, and only in 11% of the cases there was more than one interaction. The total time invested in reading the explanations was on average 14 seconds, although we expect it to be shorter than for Study 1 since the explanations were more concise. The within-study and between-group analyses described in Section 6.6.2 did not show any significant difference in the total interaction time with the explanations as a consequence of the visual representation of the prediction. However, the vague representations color and faces led to significantly more interactions than the specific visualizations value and bars. These higher numbers of interactions with iCoRA’s explanations could be explained by the interpretation overhead incurred by the vague representations. Nevertheless, explanations might have been less needed for the specific representations, as these make the grades predicted more directly readable.
Overreliance and Potential Complacency Effects. The lack of interest in the explanations provided by iCoRA might suggest some sort of automation complacency [29] in the students regarding iCoRA’s performance predictions. Although it could be said that students did not need major explanations—because they trusted the system—our analyses rather suggest that they were, in most of the cases, not very interested in understanding what was happening inside the tool. Explanations incur, however, a cognitive load on users. A promising research direction could be to decide the right stages of the course selection process where explanations are pertinent and desirable. An exciting venue for future research would be the exploration of student-generated explanations of their performance. This type of explanation design has shown benefits in the visualization of complex scientific phenomena [60]. The evidence we gathered on overreliance and potential complacency effects, however, is not conclusive. Further investigations are needed in this area to better understand and fully characterize these effects.

7.3 Preferences
The preferences of the students elicited via our studies indicate that they value two attributes in performance predictions, namely credibility and directness. The first factor is corroborated by their preference for the range (overall, the most preferred specific representation) over the value. Indeed, students rated predictions with ranges as more reliable and credible than exact values, as ranges convey more information. These observations are consistent with existing studies of the cognitive preferences of people regarding AI agents [27]. The evidence suggests that, from the perspective of user acceptance, the plausibility of a prediction or explanation, i.e., its concordance with the users’ background and common sense, is as important as its comprehensibility or simplicity. This credibility dimension may also explain the preference of students for the text over the other vague representations, although this preference can also be explained by the directness of textual predictions. This was explicitly stated by several participants of Study 2, who valued textual predictions as direct, simple, and easy to understand. However, it is equally plausible that textual recommendations generated more trust because they expressed messages that were close to what a human advisor or colleague would say.

7.4 Ethical Considerations of Grade- and GPA-based Predictions
An important ethical concern of our work arises from profiling students based on their course grades and GPA. Such predictions have been discussed as a potential threat to the students’ potential and self-efficacy [9, 31] and must be tempered with caution. As we mentioned earlier, iCoRA does not seek to replace the human advisors. Rather, it intends to support and facilitate the student-advisor dialogue through a data-driven approach. There exist factors outside the student’s academic environment that performance-based predictive models cannot account for (e.g., extracurricular activities, family and health issues). Thus, we highlight the need for human judgment on top of any data-based academic performance prediction. Our observations suggest that the decisions and recommendations derived from iCoRA—and similar tools—must remain on the human side of the academic advising process. This is a key aspect of interactive visualization technologies where “humans in the loop” make decisions and perform analytical tasks based on data. That being said, it is also important to highlight that even with human intervention, overreliance effects may arise. Moreover, students ultimately decide their enrollment based on factors that may change after their advising meetings (e.g., availability of places in courses, scheduling constraints). These aspects are beyond the advisors’ reach and are often handled exclusively by the students, at the exact moment of enrollment. Thus, more than recommending which courses could be taken, advisors should provide students with guidelines on the criteria to consider when deciding on their enrollment. Performance and workload should not be the only factors to observe, and other considerations will likely include the specific context of each HEI and the personal circumstances of each student.

We also highlight the reductionist nature of the GPA in describing the students’ performance. After all, the learning process comprises other aspects—and, hence, other metrics (e.g., development of learning outcomes, levels of engagement, the students’ learning style, or teaching preferences) —that might be more suitable for prediction. Such metrics, however, are rarely systematically collected by HEIs. When measured, they are often kept by instructors to reflect on specific, localized activities. Therefore, they seldom become part of the students’ official academic record. At ESPOL, for example, the GPA is the official performance metric that students are exposed to throughout their career. It was also the only performance indicator readily available for prediction. This practical limitation forced us to study iCoRA with a focus on GPA.

One promising future perspective of this work is to elicit conversations with policymakers on alternative performance metrics that could be gathered at HEIs to further empower students and counselors in their use of educational data. Learning strategies are increasingly more oriented to emphasize learning through the demonstration of what a student is able to do with the knowledge they acquire or develop [35]. Moreover, several studies suggest that how students are assessed impacts their learning performance [1, 54, 62]. Therefore, assessment should also be focused on measuring the learning quality, rather than the learning quantity [64]. To stress these aspects, alternative assessment activities require students to demonstrate of thinking and problem-solving skills, involvement or engagement, performing a significant task, creating an artifact or product, etc. They also resort to portfolios, case-based or peer assessments, and observation of students group process [46, 64].

Given this variety of assessment activities, there is a myriad of indicators that could be used as proxies of student performance e.g., level of engagement in meaningful activities, quality of the interactions between peers in collaborative tasks, reflections about students’ learning during a design/creation process, certificate or badge achievements, student outcomes observation when doing an activity or working in groups. The increasing penetration of LMS, MOOCs, and learning apps may enable monitoring these indicators and include them as part of the data students and advisors could visualize and discuss during their meetings. However, until enough data on alternative metrics is available, our findings should be interpreted considering the limitations of the GPA discussed throughout the paper.
8 LIMITATIONS AND OPEN QUESTIONS
An obvious threat to the ecological validity of our studies is the use of a fictional academic history and courses from external CS curricula. We acknowledge that the stakes are higher in real-world scenarios, where poor enrollment decisions have a real impact on the students’ life. That being said, we did not find any indication that introducing courses from other curricula in our studies got in the way of our participants’ decisions. Although it could be argued that these decisions might have been made without much consideration, our video analysis of the data from Study 1 showed that students indeed engaged in the course selection tasks, often thinking aloud about their enrollment options. The setting of Study 2 did not allow for the collection of video data. However, our quantitative analyses were based on the data of participants whose decisions complied with the usual enrollment patterns of ESPOL students. The use of synthetic data also allowed us to reduce the vox populi effect, toward a more objective course selection process.

It is important to remark that course selection is also affected by non-academic aspects. Extracurricular workload, health and family issues, and many other factors play a role in the decisions and academic performance of students [36]. In this regard, our results should be taken with a grain of salt. In the same vein, the evidence gathered through our studies is not sufficient to rule out the presence of extra-representational factors (e.g., preferences, conventions) that can also influence the interpretation of a visual representation [34] and, thus, the decisions of the viewer.

Our findings may also be limited by the background of our participants. CS students are familiarized with visual representations of data and scientific concepts. Additional studies are needed to explore whether the effects we observed hold for students from different backgrounds.

Moreover, our observations of the grades maximization effect are not conclusive. Given the evidence we gathered, our intuition is that, in the presence of predictions for the GPA, students tend to look for maximization, but not when only individual course grades are shown. This question, however, is yet to be answered. Additional studies (e.g., in-situ pilots) are also needed to issue more concrete design recommendations for future course selection tools. iCoRA is a high-fidelity prototype, but its institutional deployment is still subject to the outcomes of multiple studies and discussions with several parties. The use of learning analytics dashboards should be thoroughly analyzed before their adoption at HEIs.

Finally, our findings highlight that the design of a tool like iCoRA must consider the role that both students and advisors play in the course selection process. In line with the goal of interactive visualization technologies, iCoRA and similar tools require humans in the loop and this requirement should not be underestimated. Otherwise, this type of technologies run the risk of being perceived as oracles that people are supposed to trust and never question.

9 CONCLUSION
This paper investigated the effects of performance predictions on students when they plan their upcoming term. To this end, we used iCoRA, an interactive visualization tool that enables the composition of arbitrary sets of courses and provides performance predictions and explanations.

A qualitative study of the tool found that in response to performance predictions for both individual course grades and the GPA, students tend to approach course selection as a performance maximization problem, even to the detriment of other factors such as the workload. We also observed little interest in understanding the rationale behind the predictions provided by the tool.

In a follow-up quantitative study, we investigated whether the maximization and overreliance effects were affected by the type of visual representation used to convey iCoRA’s performance predictions. To this end, we designed a specific to vague spectrum of visual representations for performance predictions. In this second study, we did not found evidence of maximization effects when the GPA is not shown together with the individual course grade predictions. The participants’ lack of interest in the explanations, however, persisted. We also found several significant differences in aspects such as the average predicted grade and workload of the selected courses. These differences arose both among visual representations of the same type and between different types.

Our observations show that framing effects arise when visual structures are used to communicate performance predictions to students. That is, some of the visual representations we studied have the potential to shape the students’ decisions and their decision process. Furthermore, specific types of visual representations elicit strong preferences and aversions on the students. These observations are of great value to design better data-driven course selection tools. Equally importantly, our insights provide new empirical evidence on how different design choices can shape the way people interpret visual representations of data.
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